What can Wikipedia and Google tell us about stock prices under different market regimes?
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Abstract

In less than five years a surprisingly high level of attention has built up in the possible connection between internet search data and stock prices. It is the main aim of this paper to point out how this connection may depend heavily on different regimes of the market, i.e. the bear market vs. the bull market. We consider three types of internet search data (relative Google search frequencies of company tickers, relative Google search frequencies of company names and page visits of Wikipedia articles about individual companies) and a substantial sample of companies which are members of the S&P 500 index. We discover two inverse patterns in stock prices: in the bear market what we propose to term a “merry frown” and in bull market a “sour smile”, both clearly seen especially for the Wikipedia data. We propose market neutral strategies that exploit these new patterns and yield up to 17% in average annual return during our sample period from 2008 to 2013.
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1 Introduction

A byproduct of the increasingly widespread use of the internet is the data on internet activity of individual users. While most of this data is retained by the website owners and unavailable to the public either due to privacy or business reasons there are some exceptions. One such example is the Google Trends service which enables users to view the
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The relative frequencies of search queries entered into Google’s search engine. Since becoming publicly available in 2006 Google Trends have attracted attention of researchers in various fields. In [12] the authors show that analysis of health-related search queries can lead to accurate estimates of influenza epidemics with a reporting lag of only one day which is almost two weeks sooner than traditional surveillance systems. Choi and Varian [6] apply a similar approach to estimating a number of economic indicators such as automobile sales or unemployment claims.

The relevance of internet search data for financial data analysis was first explored by Da, Engelberg and Gao [6] who considered the relative search frequencies of company tickers and names as proxies for investor attention in the US stock market. They show that search frequencies outperform existing measures of investor attention and that an increase in a company ticker’s search frequency predicts a higher stock price in the following two weeks. In [2, 14] the authors obtain similar results in terms of future returns and additionally observe that an increase in a company name’s search frequency is associated with a rise in trading activity and stock liquidity. The prevailing explanation for positive correlation between future stock returns and company-related relative search frequencies is based on the theory of Barber and Odean [3]. They suggest that attention-grabbing stocks experience short-term buying pressure from individual investors. This might simply be due to the fact that a single investor faces a difficult decision when deciding which of the thousands of available stocks to buy, while the decision of which stock to sell is much easier since it is usually limited to the few stocks that are part of his existing portfolio.

Google trends data has also been used in assessing investor sentiment. In [8] the authors construct the index which is a sum of relative search frequencies of economy-related terms associated with negative sentiment. This new index is able to predict values of existing investor sentiment indicators and has a perceptible impact on short-term future stock prices. In [18] a number of stock market index strategies are tested that profit from fluctuations of relative search frequencies of individual economy-related terms. Strategies of the same type are further explored in a related work [17] where Google trends data is replaced by the numbers of page visits to economy-related Wikipedia pages.

The main contribution of our paper is the addition of market regimes into the study of the connection between stock returns and internet search. If the reason for positive correlation between future returns and search frequencies is in fact in the cognitive bias of individual investors then we would expect that the effect would be even stronger in periods when investors face greater uncertainty and are even more prone to irrational decisions. We present a two-state hidden Markov model for the returns of the S&P 500 index. The model parameters are estimated by the Baum-Welch algorithm after which the most likely sequence of hidden states is found by the Viterbi algorithm. The first of the two states is characterized by low returns and high volatility and corresponds to what is commonly referred to as the “bear market” regime by investors. Conversely, the second state is characterized by high returns and low volatility and we label it the “bull market” regime.

We choose a sample of stocks that are members of the S&P 500 index and study the relation between their future short term returns and three different types of internet search data: the page visits of company-related articles on Wikipedia, the relative frequency of Google searches for company tickers and the relative frequency of Google searches for company names. To the best of our knowledge ours is the first study of this kind that takes Wikipedia data for individual companies into consideration. We also perform our analysis on daily data which is in contrast to most of the existing literature where financial
applications of internet search is studied using weekly data.

We perform a number of cross-sectional Fama-MacBeth regressions where future stock returns are the explained variable and a single internet search variable is the regressor. This regressions are performed on a subsample of observations that belong to either the bear regime or the bull regime as well as on the entire sample. Our main result is that the market regime indeed has a strong influence on the relation between future stock returns and internet search data. In all three cases of internet search variables the future returns are higher in the bear regime compared to the bull regime given the same increase of the chosen internet search variable. This effect remains evident even after controlling for the factors of the Carhart four-factor model [5].

After controlling for the Carhart factors the Wikipedia page visits variable emerges as the one with the greatest influence on future stock returns. In fact, both of the Google search variables prove to be statistically insignificant. To our surprise, we also find very little evidence supporting the theory that an increase of investor attention to a given stock translates into a short term rise of the stock’s price due to increased buying pressure. Instead we observe two different price patterns for which we propose the terms “merry frown” and “sour smile”. A merry frown is a pattern of positive correlation between future stock returns and Wikipedia page visits that is observed only during the bear market. A sour smile is a pattern of negative correlation between future stock returns and Wikipedia page visits that is observed only during the bull market. Both patterns might be explained as a corrective investor counter-reaction to initial overpessimism in the bear market and to initial overoptimism in the bull market.

Economic significance of the merry frown and the sour smile is explored by constructing a market neutral strategy with long positions in stocks that are in the highest decile and short positions in stocks that are in the lowest decile with regard to Wikipedia page visits during the bear market. In the bull market the positions are reversed. We backtest the strategy for different trading frequencies (from 1 to 10 days) and observe that they generate positive returns which decrease with the length of trading frequency. The returns of the strategies are compared to random market neutral strategies generated by a Monte Carlo simulation and their statistical significance is established. We also find that returns of the strategies strongly increase if they are restricted to a subsample of stocks that are preferred by individual investors such as high volatility stocks, low market capitalization stocks or low price-to-book ratio stocks. In the best case, a trading strategy with daily trading frequency that is restricted to stocks with higher than median volatility yields an average annual return of 17% in our sample period.

The paper is organized as follows: Section 2 describes the data. The market regime model is presented in Section 3. In Section 4 we discuss the results of the Fama-MacBeth regressions. The trading strategies and backtest results are presented in Section 5. Section 6 concludes the paper.

2 Data description

The most important choice in the beginning of every statistical research is the choice of statistical population. We decided to limit our study to a sample of stocks that are included in the index S&P 500. More precisely, the stocks that were members of this index on June 7, 2013. Our choice is primarily motivated by the fact that the publicly accessible and freely available data on individual stocks is of highest quality for stocks listed on the
US stock market. Of course, the extension of our study to stocks listed on some less common stock markets remains a challenge for future investigation. We choose a sampling period from October 1, 2007, up to June 30, 2013. We restrict ourselves to this specific sampling period primarily because of the availability of website search data. Fortunately, this period includes very diverse market conditions including one of the greatest market crashes in history and the following rebounding growth. This gives us confidence that our findings would easily extend to future periods. For every stock in our sample we obtain the daily dividend and split adjusted closing prices from the Yahoo Finance website\(^1\). We additionally remove all stocks for which data is not available for the entire sample period. This mostly includes stocks that were members of the S&P 500 index on June 7, 2013, but were not yet publicly traded at the beginning of our sample period.

We get the daily closing values of the index S&P 500 in the economic data section of the website of Federal Reserve Bank of St. Louis\(^2\). This data is obtained for a longer period from January 1, 2000, up to June 30, 2013, as required by the regime-switching model described in Section 3.

There are various choices for website search data that are worth testing for possible relations with fluctuations in stock prices. One of the possibilities is Google search data which is publicly available via the Google Trends Service\(^3\). In related studies, authors most commonly use relative search frequencies of stock tickers \([7, 14]\) while some also consider relative search frequencies of company names \([2]\). The majority of studies rely on weekly data for these frequencies. This might be based on availability problems with Google data. When one requests a search frequency time series for a certain term the format of the returned series depends on the length of the period. For periods no longer than 3 months one gets the daily data, but for longer periods only weekly data is returned. An additional feature of the data so obtained is that it is normalized within the series to have a maximum value of 100. This has some advantages but also makes it difficult to compare values of series in different periods. This may have been the reason for most authors to restrict their studies to weekly data.

In order to overcome this difficulty, we acquire the three-month-period data every two months. From the data for the overlapping month we compute the quotient between the normalized factors of the two consecutive periods thus enabling us to concatenate the short period time series into one long period time series with the daily data. An additional problem arises with company names. Namely, one would need to know which name people are using for the company when searching for information about it. For instance, it is unlikely that most people would search for American Express Company by typing its full name into the search window but would instead just type American Express or simply AmEx. Accordingly, we replace company names in our sample with suitable abbreviations. By following the concatenating procedure described above we obtain a daily time series of relative search frequencies for both a company ticker and an abbreviated company name for each company in our sample. The sample period for this data is chosen to be from January 1, 2008, up to May 31, 2013.

Another source of internet search data that has recently been studied related to financial data is Wikipedia. For every article on Wikipedia, a time series of daily unique page visits

---

\(^1\)http://www.finance.yahoo.com  
\(^2\)http://research.stlouisfed.org/fred2  
\(^3\)http://www.google.com.au/trends
can be obtained from the website Stats.Grok.Se\textsuperscript{4}. This source of information has not gained as much attention as the Google Trends Data and the reason for this may lie in the fact that the available time series only span from January 2008. For every company in our sample, we find the Wikipedia article associated to the company and obtain a time series of unique daily page visits to this article in a sample period from January 1, 2008, up to May 31, 2013.

There are some comments we have to make that relate to data preprocessing of both Google search and Wikipedia page visits data. We first note that this data is not available throughout the chosen period for each company in our sampling period. Therefore, we have to exclude the companies with too much missing data. Our rule is to allow no more than 10\% of missing data, while for the missing values we apply an imputation procedure that takes into account the weekly seasonality. Next we perform a detrendization of data using a sort of “longitudinal normalization”, i.e. we divide the number for a given day by the average of the numbers for the last 56 days. The choice of length for this normalization period is similar to choices made by authors in related studies, for example in [7] where the length of the normalization period is 8 weeks. We also have to take care of the outliers. Their influence is reduced by taking a logarithm transformation of our data. Additionally, for each stock in our sample and each of the three variables, we perform a winsorization of the corresponding time series by limiting the range of data to its first percentile from below and to its 99\textsuperscript{th} percentile from above.

There are strong seasonal effects on the weekly basis in both Google and Wikipedia data. We want to make data collected on different days of the week comparable by introducing a seasonal adjustment in the following way. We regress the data to the days-of-the-week (but one) as dummy variables to get average differences between the different days of the week which we add to the data of this particular day.

3 Market regimes

We intend to study the influence of market regimes on the relation between internet search data and stock returns. A market regime may be considered as a phase of persistent attributes observed in financial time series. This concept is most commonly used by investors when classifying the market into two phases: the bear market characterized by low returns and high volatility and the bull market characterized by high returns and low volatility. This dichotomous approach also lies at the core of our view on market dynamics. A systematic regime-switching time series model was first proposed by Hamilton [13] and the variants of this model are still being overwhelmingly used to study the regimes of economic and financial time series. However, recently, the problem of parameter estimation in financial regime-switching models has also been tackled by the Baum-Welch algorithm [19] which has previously been mostly used in engineering applications. We also decided to base our market regime estimation model on the Baum-Welch algorithm and refer the reader to [15] for a discussion of its advantages over Hamilton’s algorithm.

We will determine the actual switching of the regimes only on the cumulative level and base it on the returns data of the S&P 500 index. The background of the model is a hidden Markov chain (denoted by \(Q = (q_t)_{t=1}^T\), where \(T\) is the length of the period) so that the market regimes are seen as states of this chain, the bear market becomes say state \(i = 1\) and the bull market state \(i = 2\). As a consequence the model has a \(2 \times 2\)

\textsuperscript{4}http://stats.grok.se
transition matrix $A$ defined in the usual way: $a_{ij} = p(q_{t+1} = j \mid q_t = i)$. Given an initial distribution of the states $\Pi = (\pi_1, \pi_2)$ we then have the Markov chain uniquely determined. Furthermore, we assume that the observations form a random sequence denoted by $O = (o_t)_{t=1}^T$ where each $o_t$ is the index return at time $t$ and is determined randomly following a normal distribution $N(\mu_i, \sigma_i)$, for $i = 1, 2$, where the two parameters of this distribution depend on the state of the hidden Markov chain, i.e. on the market regime. We will call them the observation distributions and denote the corresponding sequence of distributions by $B$. The entire model will be denoted by $\mathcal{M} := \{A, \Pi, B\}$.

We first present the forward algorithm which helps computing the so called forward variable

$$\kappa_t(i) = p(o_1o_2\ldots o_t, q_t = i \mid \mathcal{M}),$$

Here, $\kappa$ is defined recursively:

$$\kappa_1(i) = \pi_i b_i(o_1),$$

for $i = 1, 2$, where $b_i(o_1)$ is the density of $N(\mu_i, \sigma_i)$ at the point $o_1$. Furthermore,

$$\kappa_{t+1}(j) = \sum_{i=1}^2 \kappa_t(i) a_{ij} b_j(o_{t+1}),$$

for $j = 1, 2$ and $t = 1, 2, \ldots T - 1$ and $b_j(o_{t+1})$ is defined by analogy with the above. Likelihood $p(O \mid \mathcal{M})$ can be computed using the forward variable in the following manner:

$$p(O \mid \mathcal{M}) = \sum_{i=1}^2 \kappa_T(i).$$

In the Baum-Welch algorithm we also need the backward variable

$$\varrho_t(i) = p(o_{t+1}o_{t+2}\ldots o_T \mid q_t = i, \mathcal{M})$$

which we compute recursively using the backward algorithm. We first initialize $\varrho_T(i) = 1$ for $i = 1, 2$, and then let

$$\varrho_t(i) = \sum_{j=1}^2 a_{ij} b_j(o_{t+1}) \varrho_{t+1}(j)$$

for $i = 1, 2$ and $t = T - 1, T - 2, \ldots, 1$. Likelihood $p(O \mid \mathcal{M})$ can be computed using the backward variable in the following manner:

$$p(O \mid \mathcal{M}) = \sum_{i=1}^2 \pi_i \varrho_1(i) b_i(o_1).$$

To initialize the Baum-Welch algorithm we choose a starting estimate of the model denoted by $\widehat{\mathcal{M}}_0$, and then we compute the likelihood $p(O \mid \widehat{\mathcal{M}}_0)$ using the forward variable.

At this stage we start the iterative procedure consisting of four steps. The first step is to compute the forward variable $\widehat{\kappa}_t(i)$ and the backward variable $\widehat{\varrho}_t(i)$ based on the estimate of the model obtained on the previous iteration step $\widehat{\mathcal{M}}_k$. The final result of this step is
the likelihood of transition from the state \( i \) to the state \( j \) given the model \( \hat{\mathcal{M}}_k \) and the observations \( \mathcal{O} \) when time goes from \( t \) to \( t + 1 \):

\[
\hat{\psi}_t(i, j) = \frac{p(q_t = i, q_{t+1} = j | \mathcal{O}, \hat{\mathcal{M}}_k)}{p(\mathcal{O} | \hat{\mathcal{M}}_k)} = \frac{\hat{\kappa}_t(i) a_{ij} b_j(o_{t+1}) \hat{\varphi}_{t+1}(j)}{p(\mathcal{O} | \hat{\mathcal{M}}_k)}.
\]

The first equation above is just the definition, in the second one we use the conditional formula and in the third one we express the likelihood with (the estimates of) the forward and backward variable. Next, we express the denominator of the last fraction above also using (the estimates of) the forward and backward variable:

\[
p(\mathcal{O} | \hat{\mathcal{M}}_k) = \sum_{i=1}^{2} \sum_{j=1}^{2} \hat{\kappa}_t(i) a_{ij} b_j(o_{t+1}) \hat{\varphi}_{t+1}(j).
\]

On the second step of the iteration procedure we need to estimate another likelihood, i.e.

\[
\Gamma_i(i) = p(q_t = i | \mathcal{O}, \mathcal{M}) = \sum_{j=1}^{R} \psi_t(i, j).
\]

Using the estimates of the first step \( \hat{\psi}_t(i, j) \) we compute the next estimate of the model \( \hat{\mathcal{M}}_{k+1} \). First, we compute the elements of the transition matrix \( \hat{A} \)

\[
\hat{a}_{ij} = \frac{\sum_{t=1}^{T-1} \hat{\psi}_t(i, j)}{\sum_{t=1}^{T-1} \Gamma_t(i)},
\]

followed by the initial distribution \( \Pi \)

\[
\hat{\pi}_i = \Gamma_1(i)
\]

and finally the observation distributions \( B \)

\[
\hat{b}_j(s) = \frac{\sum_{t=1}^{T} \Gamma_t(j)'}{\sum_{t=1}^{T} \Gamma_t(i)}.
\]

Here we understand \( \Gamma_t(j)' \) given \( o_t = s \).

On the third step of the iteration procedure we compute the likelihood using the new model \( \hat{\mathcal{M}}_{k+1} \). The fourth step is decisive: we compare the estimates of these likelihoods on the last two steps. If they are close enough, we stop the algorithm. If not, we proceed with another iteration starting with step one.

So, the final result of this algorithm is an estimate of the hidden Markov model \( \mathcal{M} := \{ A, \Pi, B \} \). Based on this estimate, we want to give a prediction of the most probable state (bull or bear regime) for each point of time in the period. This will be done using the Viterbi algorithm. We first introduce, for \( i = 1, 2 \), the Viterbi variable

\[
\delta_t(i) = \max_{q_1, q_2, \ldots, q_{t-1}} p(q_1, q_2, \ldots, q_{t-1}, q_t = i, o_1, o_2, \ldots, o_t | \mathcal{M})
\]
which means the conditional likelihood of the most likely path of length \( t \) ending in state \( i \) given the model, where \( o_t \) are the actual observed values of the index under consideration. We also need the value of the last but one state in this optimal path that ends in state \( i \) which we denote by \( \tau_t(i) \).

We initialize by letting \( \delta_1(i) = \pi_i b_i(o_1) \) and \( \tau_1(i) = 0 \) (an “empty state” on which nothing really depends) for \( i = 1, 2 \). The inductive steps of the algorithm go for \( t = 2, 3, \ldots, T \). The dynamic programming approach yields

\[
\delta_t(i) = b_i(o_t) \max_{i=1,2} (\delta_{t-1}(i)a_{ij})
\]

together with

\[
\tau_t(j) = \text{arg max}_{i=1,2} (\delta_{t-1}(i)a_{ij}).
\]

At the end of the algorithm we terminate with the final optimal regime

\[
q^*_T = \text{arg max}_{1=1,2} (\delta_{T-1}(i)a_{ij})
\]

and then backtrack the whole optimal path

\[
q^*_t = \tau_{t+1}(q^*_{t+1})
\]

for \( t = T - 1, T - 2, \ldots, 1 \).

Both the Baum-Welch algorithm and the Viterbi algorithm are not what we usually call online algorithms that would process the input data in the sequence they would be fed to the algorithm. This is a shortcoming since we are looking for a way to determining the market regime as a stopping time in the sense of martingale theory, i.e. the decision about a certain point in time can be made only based on the data of previous points in time. We are overcoming this obstacle by implementing it in an expanding window approach. The starting window in our approach will be the period from January 2, 2000 to January 2, 2008 (because January 2 is the first trading day in a year). On each step we expand the window by one trading day until we reach May 31, 2013 where the period that we are interested in ends. In each of these windows we run the Baum-Welch and the Viterbi algorithm and retain only the final optimal regime \( q^*_T \). This way we determine the optimal market regime for each trading day of the period we are interested in a stopping time manner.

In Figure 1 we present the results of the algorithm described above. In this figure the daily values of the S&P 500 index are superimposed over two backgrounds – the red one corresponds to days of the bear market and the blue to days of the bull market according to our estimation. It is clear that our model is able to recognize quite well the bear market of 2008/2009 as well as the more pronounced market corrections in the following years. However it does perform less admirably when recognizing the beginning of the bull market in 2009. This is not unexpected since this period was characterized by extremely high returns as well as high, albeit decreasing, volatility. Such conditions are not well aligned with our model which assumes only two market regimes - the one with high returns and low volatility and the one with low returns and high volatility. An obvious solution to this problem would be extending our model to 4 regimes. However, fitting such a model would require a much larger data sample than we have available. For example, the authors of [16] fit a 4-regime model on 123 years of data. Due to this limitation, we decided for the more parsimonious 2-regime model.
Figure 1: S&P 500 index during the bear regime (red background) and the bull regime (blue background)

4 Linear regression

In this section we study the connection between the stock returns and the data described in Section 2. Our main statistical tool will be the Fama-Macbeth cross-sectional linear regression [9]. This is a two-step procedure where a cross-sectional regression is performed for each time unit and then the time-series average of the estimated regression coefficients is calculated.

We first present the results of an analysis in which the explained variables are the cumulative future returns, while the search data is used as the regressor. For each $k$ running from 1 to 15 we perform a Fama-Macbeth regression for the cumulative return from the time $T = t + 1$ to the time $T = t + k$ as the explained variable which we denote $r_{i,t+k}$ where $i$ is the index spanning our entire selection of stocks. This way we allow for different periods of time that may be of interest ranging from 1 trading day to roughly 1 trading month. We perform an additional regression to test the contemporary return, i.e. the return observed on $T = t$. As described before we use three types of search data: Wikipedia page visits (denoted by $\text{wiki}_{i,t}$), Google search queries for company tickers (denoted by $\text{goog\_tickers}_{i,t}$) and Google search queries for company names (denoted by $\text{goog\_names}_{i,t}$). All this data is taken at time $T = t$. The cross-sectional regressions performed for each time unit $t$ and
each $k = 0, 1, \ldots, 15$ are described by the following equations:

$$
\begin{align*}
    r_{i,t+k} &= \alpha_{i,t} + \beta_{\text{wiki},t} \text{wiki}_{i,t} + \varepsilon_{i,t+k}, \\
    r_{i,t+k} &= \alpha_{i,t} + \beta_{\text{goog},\text{tickers},t} \text{goog\_tickers}_{i,t} + \varepsilon_{i,t+k}, \\
    r_{i,t+k} &= \alpha_{i,t} + \beta_{\text{goog},\text{names},t} \text{goog\_names}_{i,t} + \varepsilon_{i,t+k}.
\end{align*}
$$

There is an additional regressor we want to test for its influence which has a form of a dummy variable, i.e. the market regime. So, in practice we perform three actual regressions for each case of interest, one for the bear markets, one for the bull markets and one for the joint data independent of the regime. The results are presented in Table 1.

To make the presentation clearer we standardized the search data on every fixed date under consideration so that the regression coefficient has a simple interpretation. It gives an increase in the average return (positive or negative) given that the average internet search variable increases by one standard deviation. When we want to present the relation of these data to the length of the period we run into another difficulty, namely that the cumulative returns computed for different periods are not immediately comparable since their magnitude trivially depends on the period, so we decided to annualize them. There are three graphs in Figure 2. The first one presents dependence of annualized returns (based on regression coefficients) for the Wikipedia page visits, where the red line presents the data of the bear market, the blue one the data of the bull market and the purple one the joint data. A similar graph is presented for the Google search data for company tickers and the third one for the Google search data for company names.

![Figure 2](image.png)

**Figure 2:** Changes in annualized future returns over $k$ days after we observe a one standard deviation increase in individual search variables.

We first observe that the regression results in the case when market regimes are not taken under consideration differ substantially from the results when we do take them into account. Actually, in all the three cases of internet search variables we observe that a raise in the internet search variable is associated with higher future returns in the bear market compared to future returns in the bull market. This is confirming our starting hypothesis that market regimes have a strong influence on the connection between internet search data
Table 1: Regression coefficients of internet search variables in Fama-MacBeth regressions where cumulative future stock returns are the explained variable. Table columns correspond to different regressor-regime combinations and table rows correspond to different horizons of future returns. Standard errors for regression coefficients are given in parentheses. Statistical significance at levels of 10%, 5% and 1% is denoted by *,**, and *** respectively. Additionally, statistically significant results are printed in bold.
and stock returns. We also observe that there is a substantial difference between the importance of distinct internet search variables. Based on the analysis performed so far it seems that the possible influence of search data on stock returns is statistically the strongest for Google company tickers, followed by Google company names and finally Wikipedia page visits. It is also evident that the influence of search data on future returns is mostly short term with the largest absolute values of annualized returns (based on regression coefficients) attained for cases where $k \leq 10$.

We observe another phenomenon which is best seen in the case of Wikipedia page visits. In the bear market the values of returns first go up and then go back down so that they form a shape of a frown. During the bull market, on the other hand, we observe a mirror shape, i.e. a shape of a smile. Now, the interpretation of these shapes is in some sense the opposite of the usual meaning conveyed by these shapes. While the frown noticed means good news in bear times, the smile means bad news in bull times. So, we propose the two shapes to be called the “merry frown” and the “sour smile”. These shapes are not so easy to interpret. A possible explanation (taking into account also some other details of the Wiki shape) is that in bear markets investors are pessimistic and their overpessimistic reaction after increased attention perceived via the number of Wikipedia page visits on the first day, results in a counter-reaction in the days to follow and creates the merry frown. In the bull markets though investors are optimistic and their overoptimistic immediate reaction on the increased attention overturns into a sour smile.

In the next step we investigate whether the observed connection between internet search data and stock returns can be explained by including additional factors into our model. We replace our initial explained variable $r_{i,t}$ (future cumulative returns) by the so-called abnormal cumulative returns $ar_{i,t}$. These returns are obtained as residuals in a variant of the Carhart [5] four factor asset pricing model which is an extension of the well known Fama-French model [10]. The model is defined by the following equation:

$$r_{i,t}^{f} + \beta_{1,i}(r_{t}^{mkt} - r_{t}^{RF}) + \beta_{2,i}HML_{t} + \beta_{3,i}SMB_{t} + \beta_{4,i}UMD_{t} = ar_{i,t+k},$$

where $r_{t}^{RF}$ is the risk-free rate of return (approximated by the daily rate of one month U.S. Treasury bills), $r_{t}^{mkt} - r_{t}^{RF}$ is the excess return of the entire stock market over the risk-free return, $HML_{t}$ is the return difference between a portfolio of stocks with high and low book-to-market stocks, $SMB_{t}$ is the return difference between a portfolio of small and big stocks in terms of their market capitalization and $UMD_{t}$ is the return difference between a portfolio of stocks with high and low returns in the past year. The betas are estimated on a daily basis, using a rolling window of 120 days.

We repeat the cumulative return regressions described above for the case of abnormal cumulative returns and report the results in Table 2. The period dependencies of annualized abnormal returns are displayed in Figure 3. We see that results in the case of Wikipedia page visits variable are quite similar to those obtained before accounting for the Carhart factors. However the influence of Google search queries for company tickers and company names is greatly diminished. In fact, no statistically significant results at the 5% level are obtained for the company tickers variable regardless of the bear or bull market. This is in contrast to previous research which was performed on samples taken from earlier periods. Furthermore, we find little evidence that a rise in internet search variables corresponding to individual companies might directly translate into short-term buying pressure and consequently higher stock prices. The differences between the bear market and the bull market remain clearly visible, especially in the case of Wikipedia page visits. While our results
Table 2: Regression coefficients of internet search variables in Fama-MacBeth regressions where cumulative abnormal future stock returns are the explained variable. Table columns correspond to different regressor-regime combinations and table rows correspond to different horizons of future returns. Standard errors for regression coefficients are given in parentheses. Statistical significance at levels of 10%, 5% and 1% is denoted by *, **, and ***, respectively. Additionally, statistically significant results are printed in bold.
show that a statistically significant dependence between future stock returns and internet search variables exists, we do note that the explanatory power of all the tested regressions as measured by the $R^2$ statistic is very low and only rises above 1% in a few cases. This is not unexpected if we take into account the fact that the regressions are predictive, that we are only using a single explanatory variable and that future stock returns are notoriously hard to predict. The questions whether our observations can nevertheless be used to obtain economic gains will be explored in Section 5.

Figure 3: Changes in abnormal annualized future returns over $k$ days after we observe a one standard deviation increase in individual search variables.

Based on these tests we conclude that the influence of the kind of attention noticed by Google search queries (either for company tickers or names) can be perceived also by other data that are more commonly applied by financial practitioners. On the other hand, it shows that Wikipedia page visits do indeed provide new information about the behavior of stock prices. Also, we perceive that the merry frown and sour smile effects persist for Wikipedia page visits even after controlling for the most commonly used asset pricing factors.

5 Trading strategies

In this section we want to verify how the results of Section 4 can be used, if at all, in forming trading strategies. In other words, we want to either statistically prove or disprove that internet data can increase our profits in financial markets. The evidence for the influence of internet search data on future stock returns is most compelling in the case of Wikipedia data, as shown in Section 4. Since we were also not able to find any examples in existing literature of this type of data being used in construction of trading strategies based on individual stocks, we decided to limit our analysis in this chapter only to Wikipedia page visits.

Our results show that in bear markets higher Wikipedia page visits are positively correlated with short term future return while in bull markets the corresponding correlation is negative. So we propose the strategy for bear markets to enter long position at the end of the trading day for stocks in the upper decile with respect to the most recent available
data on Wikipedia page visits; and similarly to enter the short position at the end of the trading day for stocks in the lower decile with respect to these visits. In the bull market, the strategy is to do exactly the opposite. We propose that all the long positions and all the short positions are entered using the same weights with respect to the wealth that we are prepared to invest into this strategy. Since the data on Wikipedia page visits for any given day is only made available the following day we lag our Wikipedia variable for one day to ensure that the data would have been available at the time of our trading decision.

Of course there is a problem of determining the actual frequency of trading, this means for how long we should hold our positions. We know that we are talking about a short term effect, but what does short really mean in this particular context? To make this dilemma as clear as possible we are making a number of tests using some alternatives. Let \( f \) be the number of trading days between two consecutive trading decisions. For \( f = 1, 2, \ldots, 8 \) we are testing the \( f \)th strategy and give the result for three options. The first option is that we allow only trading in the bear market, the second one is that we allow trading only in the bull market and the third one is that we allow trading during both markets. In Table 3 we present the results obtained in percentage points of the annual return. It is clear that \( f = 1 \) is the best of the proposed strategies in all the three cases. It is also clear that the results are getting smaller with \( f \) increasing in the case of combined strategy and the bull-only strategy. However in the case of the bear strategy \( f = 2 \) and \( f = 3 \) are slightly better than \( f = 1 \). For \( f \) big enough the results of the strategies seem to become more or less random. The best of the three options tested is the combined application of both bear and bull strategy. It is also clear that the results of the bear strategy are better than the results of the bull strategy.

<table>
<thead>
<tr>
<th>Trading frequency (days)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bear</td>
<td>5.28</td>
<td>5.50</td>
<td>6.10</td>
<td>4.02</td>
<td>2.30</td>
<td>0.94</td>
<td>-0.55</td>
<td>2.21</td>
</tr>
<tr>
<td>Bull</td>
<td>2.76</td>
<td>1.33</td>
<td>-0.15</td>
<td>0.91</td>
<td>0.59</td>
<td>1.02</td>
<td>1.08</td>
<td>-2.53</td>
</tr>
<tr>
<td>Joint Bear &amp; Bull</td>
<td>8.19</td>
<td>6.91</td>
<td>5.94</td>
<td>4.97</td>
<td>2.91</td>
<td>1.97</td>
<td>0.52</td>
<td>-0.37</td>
</tr>
</tbody>
</table>

Table 3: Average annual returns (in percentage points) of proposed trading strategies in relation to the trading frequency.

We also want to compare our strategies to suitable benchmark strategies. However, as we believe, the most usual benchmarks such as various indices are long-only strategies and the comparative testing with our strategies which include both long and short positions would not be fair. So we decided to compare it with random strategies using a Monte Carlo approach. Our control strategy is to choose in a uniformly random way 10\% stocks to be put in a long position and 10\% to be put in a short position. We created 1000 strategies of this type and computed the average yearly return for each of them. This produces a random sample of possible average yearly returns which we compare statistically to the average return of each of the strategies under consideration. As usual in this kind of situation, we perform a one-sample one-way Student \( t \)-test where we test the null hypothesis that the mean yearly return for the population of random strategies is equal to the return of our strategies against the alternative hypothesis which states that the mean yearly return for the population of random strategies is lower to the return of our strategies. As can be seen from results given in Table 4 we can reject this hypothesis for our joint bear and bull strategies for most of the trading frequencies considered.

In Figure 4 we want to present a slightly different view on the results of our strategies
Table 4: The results of a one-way Student $t$-test for testing the null hypothesis that the mean yearly return ($\mu$) for the population of random strategies is equal to the return ($\mu_0$) for our joint bear and bull strategy against the alternative hypothesis $\mu < \mu_0$. The p values are given in percentage points and rounded to two decimals.

<table>
<thead>
<tr>
<th>Trading frequency (days)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu_0$</td>
<td>8.19</td>
<td>6.91</td>
<td>5.94</td>
<td>4.97</td>
<td>2.91</td>
<td>1.97</td>
<td>0.52</td>
<td>-0.37</td>
</tr>
<tr>
<td>$\mu$</td>
<td>-0.25</td>
<td>-0.25</td>
<td>-0.25</td>
<td>-0.25</td>
<td>-0.25</td>
<td>-0.25</td>
<td>-0.25</td>
<td>-0.25</td>
</tr>
<tr>
<td>t value</td>
<td>-64.55</td>
<td>-54.78</td>
<td>-47.34</td>
<td>-39.91</td>
<td>-24.18</td>
<td>-16.96</td>
<td>-5.89</td>
<td>0.92</td>
</tr>
<tr>
<td>p value</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.82</td>
</tr>
</tbody>
</table>

Figure 4: Equity curve of joint bear and bull strategy with trading frequency of one day compared to equities of random strategies represented by standard deviation bands around the mean equity.

In most cases the Wikipedia pages on individual S&P 500 companies contains only the
most basic information. It is therefore safe to assume that this information source will mostly be utilized by individual investors since institutional investors have access to more sophisticated tools offering greater depth of information. Our hypothesis is that the influence of Wikipedia page visits on future stock returns will be higher for stocks that are likely to attract a higher proportion of individual investors. According to Barber and Odean [4] the individual investors generally have a tendency to tilt their stock investments towards high-beta, small and value stocks. In light of this result we construct three additional strategies based on our joint bear and bull strategy. In all these strategies we restrict our trading decision to a subsample of stocks that fall above or below the median of one of the following variables: volatility, market capitalization and price-to-book ratio. In the first strategy we choose a subsample of high volatility stocks, in the second one we choose a subsample of low market capitalization stocks and in the last one we chose a subsample of low price-to-book ratio. Volatility is calculated in a 20 trading day rolling window approach. The market capitalization and price-to-book ratio variables are obtained from the ADVFN service\(^5\). We present the results in Table 5. The results strongly support our hypothesis since all three subsample strategies outperform the full sample joint bear and bull strategy in cases of the most relevant trading frequencies \((1 \leq f \leq 5)\).

<table>
<thead>
<tr>
<th>Trading frequency (days)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full sample</td>
<td>8.19</td>
<td>6.91</td>
<td>5.94</td>
<td>4.97</td>
<td>2.91</td>
<td>1.97</td>
<td>0.52</td>
<td>-0.37</td>
</tr>
<tr>
<td>High volatility subsample</td>
<td>15.35</td>
<td>16.40</td>
<td>10.13</td>
<td>8.53</td>
<td>4.12</td>
<td>7.15</td>
<td>-0.78</td>
<td>1.32</td>
</tr>
<tr>
<td>Low market cap subsample</td>
<td>17.43</td>
<td>13.41</td>
<td>9.07</td>
<td>6.86</td>
<td>4.53</td>
<td>5.49</td>
<td>0.31</td>
<td>1.12</td>
</tr>
<tr>
<td>Low price to book subsample</td>
<td>13.57</td>
<td>9.99</td>
<td>7.16</td>
<td>8.15</td>
<td>5.87</td>
<td>0.81</td>
<td>-0.64</td>
<td>3.30</td>
</tr>
</tbody>
</table>

Table 5: Average yearly returns (in percentage points) of subsample strategies compared to average yearly return of full sample joint bear and bull strategy.

All of the strategies presented up to this point have included both long and short positions. Since many investors face restrictions with respect to opening short positions in stocks, the question naturally arises whether our strategies can be adapted to be long-only. Let us consider the simplest possible adaptation which is the strategy where the investment rule during the bear market is to enter long positions at the end of each trading day for stocks in the upper decile with respect to the most recent available data on Wikipedia page visits. During the bull market, the strategy enters long positions for stocks which are in the lower decile with respect to the Wikipedia page visits. The annualized return of such a strategy in our sample period is 20.36%. Since the strategy is long-only, it is reasonable to compare its performance to that of the S&P 500 index whose annualized return during our sample period is merely 4.36%. The equity curves obtained by investing the same amount of wealth in both our adapted long-only strategy and the S&P 500 index are shown in Figure 5. The backtesting results favor the conclusion that even those investors who are restricted to only opening long positions might benefit from including the information about Wikipedia page visits in their investment decisions.

6 Conclusion

The key point of our paper is that it is essential to incorporate information about the market regime when studying the influence of internet search data on stock returns. This is clearly

\(^5\)http://www.advfn.com
true for all the search variables considered since all show markedly higher correlations with future stock returns in the bear regime than in the bull regime. However, the distinction between the two regimes is especially significant in the case of the Wikipedia variable where we observe two inverse price patterns - a merry frown in the bear regime and a sour smile in the bull regime. Our regime estimation method is based on a hidden Markov model that only accounts for information revealed to us through the price fluctuations of the S&P 500 index. We suspect that even more interesting results might be obtained if search data were somehow included into the regime switching model itself, perhaps by building upon existing research into estimation of investor sentiment by internet search data such as [8].

After controlling for the Carhart factors the Wikipedia page visits variable emerges as the one with the most significant influence on future stock returns. Until recently this data set has been largely overlooked by researchers however we believe that it holds great potential for future applications. In a surprising turn, both of the Google search variables prove to be statistically insignificant for most periods of future return for stocks in our sample. This result is at odds with previous studies performed on earlier sample periods and warrants further research that would explain this discrepancy. We suggest that this might be caused by arbitrageurs already taking advantage of the effect of company-related Google search frequencies in line with the weak-form market-efficiency hypothesis.

We would like to make an additional point about Google Trends data with regard to future research. We noticed that previous studies have almost exclusively focused on relative search frequencies which is most likely due to the fact that individual time series obtained
from the Google Trends service are normalized within series so that their values always span the interval from 0 to 100. In Section 2 we describe a straightforward approach that enables us to obtain full sample daily trends data regardless of normalization. A quite similar approach might be used to obtain data where non-relative search frequencies of two different terms can be compared. It would be interesting to know whether such data provides us with an even better proxy for investors’ attention.

We also believe that the results presented in our paper may be of benefit to financial practitioners in at least two ways. Firstly, we show that Wikipedia can provide investors with insights into a stock’s risk profile that are overlooked by existing asset pricing models such as the Carhart four-factor model. Secondly, the trading strategies presented in Section 5 may be of interest to speculative investors who are comfortable executing trading strategies with target investment holding periods of less than a week.
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